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Abstract

Measures of respiratory sinus arrhythmia (RSA) in R-R intervals were calculated

from a five minute recording of 3 to 6 month old full-term infants.  The reliability of the

measures was estimated with Cronbach's α  for sampling durations of 5, 15, 25, or 60

seconds, for single or multiple samples from each of the five baseline periods.

Reliability of RSA was good (> .8) for samples of 25 seconds or greater, but decreased

with smaller sampling durations.  The sensitivity of the measures in detecting an age

effect between 14, 20, and 26 week old infants correlated positively with the reliability of

the measure.  This study suggests that reliability of RSA measures in young infants is

acceptable.
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Reliability of Respiratory Sinus Arrhythmia in R-R intervals, in 14, 20, and 26 week old

infants

The variability of R-R intervals (RRV) in the electrocardiogram of young infants is

an important topic (R-R interval and heart period are used interchangeably).  Many

methods have been proposed for measurement of RRV (e.g., van Geign, Jongsma,

deHaan, & Eskes, 1980; Harper, Scalabassi, & Estrin, 1976; Yeh, Forsythe, & Hon,

1973).  Of these, most distinguish between RRV occurring at different frequencies.  A

common distinction made is between long and short-term variability (Yeh et al., 1973).

Use of spectral analysis techniques (Akselrod et al., 1985; Harper et al., 1976; Womack,

1971) allows the distinction of variability at specific frequencies.  Blood pressure

cardiovascular rhythms cause low frequency RRV, and are affected by sympathetic and

parasympathetic activity on the heart (Akselrod et al., 1981, 1985).  Vagal

parasympathetic activity causes RRV occurring at the frequency of respiration,

respiratory sinus arrhythmia (RSA) (Akselrod et al., 1985; Anrep, Pascual, & Rossler,

1935; Katona & Jih, 1975; Lopes & Palmer, 1976; Porges, McCabe, & Yongue, 1982).

Changes in the parasympathetic activity affecting R-R interval length partially cause

developmental changes in RSA level (Harper et al., 1976, 1978; Egbert & Katona, 1980;

Watanabe, Iwase, & Hara, 1973).  RSA has been shown to be uniquely related to

behavioral and pathological status in newborns and young infants, such as neonatal

respiratory distress (Divon et al., 1986; Kero, 1973; Rother et al., 1987 ), sudden infant

death syndrome (e.g., Harper et al., 1982), and socioemotional and cognitive processes

(e.g., Fox, 1989; Richards, 1988; Richards & Casey, 1992).  

One measurement characteristic of R-R interval variability methods that is

important is reliability.  Reliability is the extent to which an individual's observed score on

a variable reflects the individual's true score.  High levels of reliability imply that the

observed variable is concomitant with the true score.  Measures of reliability (e.g.,



RSA Reliability 4

Cronbach's α, Cronbach, 1951) range between 1.0 and 0, with 1.0 being perfectly

reliable and 0 being completely unreliable.  The reliability coefficient can be interpreted

as the correlation between the observed, measurable score, and the underlying true

score.  Theoretically, reliability is important because many research studies use R-R

interval variability as a measure of a stable individual score.  The distinction between

different groups (e.g., pre- and full-term infants), pathological and normal outcomes

(e.g., CNS functioning, SIDS), or individual differences within a group (e.g., attention or

temperament), demands that individuals retain their relative standing on the score on

different testing occasions.

An issue concerning heart rate variability measurement is how many

observations of a single individual are needed to obtain reliable scores, or how long one

must assess heart rate in order to obtain reliable scores.  At least one study investigated

this aspect of reliability (Detwiler, Jarisch, & Caritis, 1980).  Computer-generated time

series representing "fetal heart rate" were analyzed in intervals from 20 to 120 seconds,

with heart rates from 90 to 210 bpm.  As expected from statistical sampling properties,

the longer the sampling interval, and the number of beats sampled, the more accurately

the mean value of the generated time series was produced.  For example, the 95%

confidence interval for measures of high frequency variability recorded for 30 seconds

with heart rate at 150 bpm was about 32% of the variability measure.  It was estimated

that five minutes would have been needed to get a 95% confidence interval of 10%.

Such measures, often taken in patients in short intervals compared to these, may be

inaccurate measures of the true underlying score.  This study would suggest that

recording intervals of 1 minute or less have low reliability in estimating underlying true

scores.

The present study tested the reliability of some methods of quantifying respiratory

sinus arrhythmia with a single five-minute recording session (Note 1).  The
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electrocardiogram was recorded in a five minute baseline recording in 14, 20, and 26

week old infants.  RSA measures were calculated from these recordings.  Two

quantification parameters were tested in this study.  First, the R-R interval variability was

quantified at several frequency bands, all of which are thought to include variability

occurring at the respiratory frequency (i.e., RSA).  Three measures were taken that

involve a broad band of frequencies.   Second, different sampling algorithms were

examined.  The algorithms differed in the duration of the individual measures (5 to 60

seconds), or the number of samples used from each minute (1, 2, or 3).  The measure of

reliability used was Cronbach's α (Cronbach, 1951).  Cronbach's α  is defined for

variables that consist of linear composites of other variables, and is computed from the

average correlation between the composite variables.  Thus, for the measures of various

durations, the "composite" variable consisted of the variable constructed by adding up

the estimates from the five 1-minute epochs.  

Methods

Subjects

The subjects were 101 full term infants (gestational age greater than 38 weeks,

birthweight greater than 2500 grams) sampled cross-sectionally at 14 (N = 33, M =

100.5 days, SD = 4.82), 20 (N = 34, M = 141.7 days, SD = 2.62), or 26 (N = 34, M =

184.5 days, SD = 3.83) weeks postnatal age.  The infants had no acute or chronic pre-

or perinatal medical complications, and were in good health at the time of recording.  

Procedure

The electrocardiogram (ECG) and respiration were recorded for five minutes

while the infant sat on its parent's lap on a couch during an awake and alert state.  The

ECG was recorded by placing Ag-AgCl electrodes on the infant's chest, and was

digitized at 1000 Hz (each msec) with a microcomputer.  The peak of the QRS complex

was identified in the ECG, a computer algorithm identified the peak of the R wave, and
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R-R interval was defined as the duration between successive R-waves in the ECG.

Artifact correction was done by first identifying suspect R-R intervals using the Cheung

(1981) and Berntson, Quigley, Jang, & Boysen (1990) algorithms.  Visual inspection of

the ECG recording and each identified beat was done on computer displays.  The

suspect beats were eliminated if they did not occur on an indentifiable R-wave peak in

the ECG, or adjusted to fit a R-wave peak.  Respiration was measured with a pneumatic

chest cuff, and was digitized on-line at 50 Hz (each 20 msec).  The peak and trough of

the digitized respiration recording, representing inspiration and expiration, were

identified by computer algorithms.  Visual inspection of the respiration recording and

each identified breath was done on computer displays to eliminate artifacts.  

Quantification of variability

The measures of variability were computed on R-R intervals.  The values of each

beat were calculated on a 0.1-s by 0.1-s basis by assigning to 100 msec bins the value

of the interval weighted by the proportion of time any beat occupied that interval.  Each

variable was calculated separately on the five one-minute periods of the recording.  For

each variable, when possible, the variable was calculated over the entire 1 minute, 25

second, 15 second, or 5 second intervals.  For the results analysis, either a single

sample or multiple samples were taken from each of the five baseline minutes.  The

multiple samples were taken from the first and second halves of the minute (for ten 25-s

samples), from the minutes evenly divided into thirds (fifteen 15-s or 5-s samples), or

from the middle portion of each minute (five 25-s, 15-s, or 5-s samples).  

Three methods (spectral analysis, band-pass filter, and peak-to-trough filter) were

used to obtain variability measures at a specific frequency band (0.333-1.25 Hz)  (Note

1).  This band is the "high frequency" band of three frequencies typically extracted from

R-R interval variability in infants (Divon et al., 1986; Schechtman, Kluge, & Harper.,

1988).  The high frequency variability is thought to be respiratory sinus arrhythmia.  The
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three frequency methods were also used to obtain an estimate of variability occurring at

the same frequency of respiration.  Respiration frequency was defined as the frequency

at which the largest peak in the power spectrum of respiration occurred.  The peak was

found for each minute of the baseline.  Three other methods were used that contain

variability across a broad band of frequencies.  The filtering methods were first applied

to the entire recording minute before extracting the shorter segments.

Spectral analysis (SPA; Askelrod et al., 1985; Harper et al., 1976; Porges et al.,

1982; Richards, 1986; Womack, 1971).  Power spectral analysis was used to quantify

respiratory sinus arrhythmia (RSA) by estimating the power of the R-R intervals and

summing the power estimates at specific frequencies.  The periodogram was computed

with the Fast Fourier Transform from values assigned to the first 512 0.1-s intervals of

each of the minutes (cosine tapered), giving a frequency resolution of 0.01953 Hz.  A

modified Daniell smoothing algorithm was applied to the periodogram to obtain the

power spectrum.  RSA was defined as the natural logarithm of the sum of the power

estimates across the frequency intervals for the fixed frequency band (0.333-1.25 Hz).

For the respiration frequency, the value was defined as the power summed over 0.1953

Hz (11.71 breaths per minute) and centered at the respiration frequency.  Only the 1

minute sampling interval was used, since shorter intervals produce spurious results with

spectral analysis.  The natural logarithm of the spectral power was used.

Band-pass filter (FILTER; Porges, 1986a, 1986b).  A method was used with

moving average band-pass filters with predefined frequency characteristics, and the

standard deviation of the filtered data was the estimate of R-R interval variability.  The

filtering was done by separate passes of low-pass moving average filters, and a

subtracting method to get the filtered time series.  Values for the R-R intervals were

assigned to equidistant 20 msec bins (50 Hz sampling rate).  A symmetric trigonometric

moving average low-pass filter was applied to the equidistant R-R time series .  The
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resultant filtered data was subtracted from the original series, resulting in a high-pass

series.  The same trigonometric function was applied to the high-pass series with

weights for a higher frequency.  This resulted in a band-pass filtered series with low and

high frequencies defined by the filters in the first and second pass.  The frequencies for

high and respiration frequencies were obtained by using different lengths of the

trigonometric coefficients for the moving average filter.  For the respiration frequency,

the value was defined by filters spanning 0.333 Hz and centered at the respiration

frequency.  The natural logarithm of the standard deviation of the filtered data was the

R-R interval variability measure.  

Peak-to-trough filter (PTF; Schechtman et al., 1988).  The third method was a

time-domain method that identifies peaks and troughs in the R-R intervals, and

estimates the frequency of peak-to-peak intervals by the duration of the interval, and

estimates R-R interval variability as the peak-to-trough difference.  For the fixed

frequency, the frequency was defined by the duration of the peak-to-peak interval in the

R-R record.  The estimate for the respiration frequency was formed by the durations of

the peaks that fell into the range spanning 0.333 Hz and centered at the respiration

frequency.  There were two differences between the method defined by Schechtman et

al. (1988) and the current study:  1) the mean of the difference is reported rather than

the median, since many of the short sampling durations only had 2 or 3 data points,

making the median as unstable as the mean.  The reliability analyses came out the

same for the mean and median for those intervals where both the mean and median

were available.  2) several subjects did not contribute a measure in a specific interval,

especially for the analyses using 5, 15, or 25 s sample duration.  The missing data

occurred because in the selected epoch for analysis (e.g., 5, 15, or 25 s), a

peak-to-peak sequence of R-R intervals matching the appropriate frequency did not

occur.  
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Broadband filters   Three measures were "broadband" filters, that include a broad

range of frequencies of interest.  Standard deviation of R-R intervals (HPSD):  The

standard deviation of the R-R intervals, heart period standard deviation, includes

variation at all frequencies.  Mean squared successive differences (MSSD):  The mean

square successive differences measure is computed as the standard deviation of

subtracting successive intervals.  Successive differences indices are filters that pass all

frequencies above a certain frequency (Wastell, 1981).  Given fixed heart rate of 120

bpm (R-R interval = 500 msec), 0.5 Hz frequency variability would be passed at 50%

level, and greater frequencies would be passed at greater levels.  For 150 bpm, the 50%

level would be 0.62 Hz.   Given the average heart rate in the present study, MSSD

passes variability at 50% level at frequencies greater than approximately 0.55 Hz.  Thus,

the MSSD acted as a high-pass filter, passing frequencies greater than 0.55 Hz.

Band-pass filter (BPF):  A band-pass filter that allows variability in a precisely defined

frequency interval (0.30 to 1.30 Hz) was computed using methods and coefficients of

Porges (i.e., "V"; Porges, 1985, 1986a, 1986b).   The BPF and FILTER measures were

similarly derived (e.g., low-pass step, subtraction for high-pass series, subsequent filter

for elimination of high frequencies, natural logarithm of the standard deviation of the

filtered series was the R-R interval variability measure).  There were several differences

between the BPF and FILTER measures:  1)  the BPF used 200 msec (5 Hz) rather than

20 msec (50 Hz) bins for R-R intervals, and correspondingly different coefficient lengths;

2) the filter applied for the elimination of high frequencies in the BPF was a band-pass

filter, rather than a second pass of a low-pass filter with higher frequency cutoff in

FILTER;  3) the low-pass filter for BPF was based on polynomial rather than

trigonometric coefficients;  4) the coefficients for the low-pass step and for the

elimination of the high frequencies were based on different mathematical formulae in

BPF, whereas they were based on the same trigonometric equation in FILTER; 5) the
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frequency band for BPF was different than the high frequency FILTER.  The transfer

function for the BPF and high frequency FILTER were similar.  The FILTER measure

had the advantage of calculating a measure centered at the infant's respiration

frequency for the baseline minute upon which the score was derived.  

Results

The R-R interval variability reliabilities are in Table 1.  Many of the reliability levels

were above .8, indicating a good reliability.  Overall, there was a decrease in reliability

with decreasing sampling duration.  Figure 1 shows the reliability levels as a function of

sample duration for the high, respiration, and broadband frequency variability, averaged

across all measures for the three frequency types.  The reliability of the 1 minute

sample, and the samples with multiple 25, 15, or 5 second durations, were generally

above .80.  

The correlations for the scores summed over the complete five minute recording

were examined within each measure for the different sampling intervals.  As expected

from the pattern of reliabilities, the correlations were high, but showed attenuation as the

measures were from samples of smaller duration.  The decreasing correlations parallel

the decreasing reliability levels as a function of how long the sampling duration was.  For

example, the correlations for the HPSD between the 1 minute sample, and the 10:25s,

15:15s, 5:25s, 15:5s, 5:15s, and 5:5s were .967, .929, .924, .806, .782, and .632,

respectively.  This pattern held over the variability measures, and the level of the

decrease in correlations paralleled the level of the decreasing reliabilities over the

sampling intervals.  

Several studies (e.g., Harper et al., 1976, 1978; Egbert & Katona, 1980; Katona,

Frasz, & Egbert, 1980; Watanabe et al., 1973) have shown that respiratory sinus

arrhythmia increases with age over the age range of the infants in this study.  Therefore,

separate one-way ANOVA's were done with each of the R-R interval variability
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measures as dependent variables, and with age as a factor.  Table 2 shows the

probability levels for the age effect on R-R interval variability.  Many of the variables

were significantly affected by age, with variability increasing over the 14 to 26 week old

period.  

The sampling duration showed a some relation to the probability level of the age

effect, with longer intervals being more likely to detect a significant age effect.  This was

probably caused by the different reliabilities.  The quantification techniques for

respiratory sinus arrhythmia for the longest sampling intervals (the most reliable; Table

1) were sensitive to the age effect, whereas several of the measures at the shorter

duration intervals (least reliable; Table 1) were not.  Figure 2 shows a plot of the

p-values as a function of mean reliability level within each type of frequency.  This figure

illustrates the relation between reliability and p-value, with reliability levels above .80

necessary for detecting a significant age effect.  

Discussion

The reliability analyses imply that some measures of respiratory sinus arrhythmia

(RSA) have an adequate reliability level.  The reliabilities of .8 and greater imply that

these measures are assessing the underlying "true score" well.  On the other hand,

some of the reliabilities were less than .7, meaning that the hypothetical true score was

not accurately measured by the computed RSA.  The duration of the sampling interval

was positively related to reliability.  For durations of 60 seconds, and durations of 25, 15,

and 5 s when multiple observations occurred in each minute, respiratory sinus

arrhythmia reliability was above .8 in almost every instance.  Selecting the specific

respiration frequencies did not improve RSA measurement.  The reliabilities of the fixed

high frequency (0.333 - 1.25 Hz) and the respiration frequency measures were

substantially equivalent.  Selecting the observed respiration frequency to quantify the

measures did not aid in reliability level (Table 1) or detecting age effects (Table 2).  
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These results are similar to those found by Detwiler et al. (1980).  They sampled

simulated heart rate data for 20, 30, 60, 90, or 120 seconds.  This corresponds to the

5:5s, 5:15s, 15:5s, and 5:25s sampling strategies in the current study, that were 25, 75,

75, and 125 seconds in total duration.  The poorest reliabilities occurred for the 5:5s (25

s total) and 5:15s (75 s total) sampling patterns.  However, reliability levels and

sensitivity to the age effect for the high frequency respiratory sinus arrhythmia at the

15:5s and 5:25s samples did not differ from the longer durations.  Sampling for 75

seconds may be satisfactory if the samples are taken in multiple, separated segments of

time, particularly for the measurement of high frequency R-R interval variability.  Thus,

for clinical and experimental situations in which the duration of the event is short (5 to 15

seconds), such as in fetal heart rate between adjacent uterine contractions, or short

latency attention episodes, a single observation may be insufficient to estimate

respiratory sinus arrhythmia.  Several such episodes combined together should provide

a sufficiently accurate respiratory sinus arrhythmia estimate. 

Overall, the duration of the sample was positively related to reliability levels and

the ability to detect significant age effects.  If the number of samples was held constant

and the sample duration increased, then reliability levels were higher for the longer

intervals (e.g., 15:5s vs 15:15s; 5:5s vs 5:15s; 5:15s and 5:25s vs 5:60s).  This was not

true in all cases in the present study (e.g., 5:15s to 5:25s), but such exceptions may

have resulted from the specific samples taken in the present study.  The sampling

method itself also contributed to reliability levels.  Sampling for multiple separated

segments of time is a better procedure than sampling fewer times for longer intervals.

For example, the 15:5s (75 s total duration) sampling method resulted in higher reliability

levels than did the 5:15s (75 s total duration) or the 5:25s (125 s total duration) methods.

Both the 15:15s (225 s total duration) and the 10:25s (250 s total duration) resulted in

higher reliability levels than the 5:60s (300 s total duration) method, even though the
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latter method resulted in a longer duration sample.  The probability of detecting a

significant age effect was more closely related to reliability levels than sampling duration

and/or sampling method, although this relation was not exact (Figure 2).

On the basis of these results, some recommendations can be made about

specific measures.   For the longest sampling intervals, all the measures provided equal

reliability levels.   As sampling duration decreases, the moving average filtering

techniques (FILTER, high or respiration frequencies; and BPF, which is Porges' V) hold

up better than the others.  For example, the filter techniques retained their reliability level

better than did the peak-to-trough method (Schectman et al., 1988).  The filtering

techniques were also more sensitive to the age effect across several sampling intervals.

For the peak-to-trough measure, there were intervals where a subject did not contribute

a measure in a specific interval (i.e., 10:25s, 15:5s).  Thus, although its reliability was

similar to the other measures within the same frequency, this measure can only be used

with one minute segments to get appropriate data.  Selecting the specific respiration

frequencies did not improve the measurement of respiratory sinus arrhythmia.  It did not

aid in reliability level or detecting age effects.  The only significant source of variation in

the range from about .3 to 1.5 Hz must have been respiratory sinus arrhythmia.

Differing reliability levels of the RSA measures would have an important effect in

psychological experiments in differentially attenuating the correlation between RSA and

other variables.  The sensitivity of the analysis of effects on RSA of such variables as

age, risk status, or individual differences, will be limited by the reliability of the RSA

measures.  The current study showed that RSA measures with reliabilities of .85 or

better were sensitive to the age effect, whereas those with reliability below .80 were not.

An absolute cutoff for reliabilities cannot be made.  The absolute value of reliability that

changes an effect from "significant" to "nonsignificant" depends on the strength of the

relation between the true scores of the two variables, and the reliabilities of the two
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variables.  A reliability of .5 may be sufficient to detect a significant effect in some

situations (very strong relation), whereas in other situations a reliability of .9 would be

insufficient (very weak relation).  One strategy to solve this problem would be to use the

known reliabilities of the RSA measures (Table 1) to disattenuate correlations between

RSA and other variables in order to estimate the true strength of the effect.

phillip
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Table 1.  Cronbach's coefficient α for R-R interval variability.
Number of samples: Sampling Duration

(Total time)

5:60s
(300s)

10:25s
(250s)

15:15s
(225s)

5:25s
(125s)

15:5s
(75s)

5:15s
(75s)

5:5s
(25s)

HIGH FREQUENCY (0.333 to 1.250 Hz)
SPA     .822

FILTER  .850  .900  .903  .788  .875  .794  .739

PTF   .865   ---1  .896  .705  .8452  .766  .616

RESPIRATION FREQUENCY 
SPA     .799

FILTER     .843  .898  .904  .759  .885  .816  .737

PTF  .867   ---1  .8752  .811   ---1  .758  .693

BROAD-BAND FREQUENCY
HPSD   .808  .872  .876  .773  .821  .643  .619

MSSD (> 0.55 Hz)  .863  .894  .885  .691  .842  .810  .763

BPF (.030 to 1.30 Hz  .834  .885  .892  .749  .858  .787  .725

1Number of subjects with appropriate data was less than 50%

2Number of subjects with appropriate data was less than total, but greater than 50%
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Table 2.  Significance of age effect for R-R interval measures.
Number of samples: Sampling Duration

(Total time)

5:60s
(300s)

10:25s
(250s)

15:15s
(225s)

5:25s
(125s)

15:5s
(75s)

5:15s
(75s)

5:5s
(25s)

HIGH FREQUENCY (0.333 to 1.250 Hz)
SPA     .062

FILTER  .030  .026  .053  .014  .036  .171  .417

PTF   .032   ---1  .312  .902   ---1   ---1   ---1

RESPIRATION FREQUENCY 
SPA     .027

FILTER     .045  .037  .060  .020  .035  .183  .334

PTF  .042   ---1  .1092  .333   ---1   ---1   ---1

BROAD-BAND FREQUENCY
HPSD   .043  .012  .034  .009  .049  .311  .610

MSSD (> 0.55 Hz)  .107  .087  .121  .057  .044  .215  .334

BPF (.030 to 1.30 Hz  .041  .034  .081  .026  .037  .272  .426

1Number of subjects with appropriate data was less than 50%

2Number of subjects with appropriate data was less than total, but greater than 50%
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Figures

Figure 1.  The reliability of R-R interval variability as a function of the sampling duration

for high and respiration frequencies, and broadband frequency R-R interval

variability, averaged across all measures for each frequency type.  

Figure 2.  The probability of the age effect on R-R interval variability as a function of the

mean reliability level for the high, respiration and broadband frequencies,

averaged across all measures for each frequency type.
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SC  29208.

Note 1.  Several other measures of R-R interval variability were also quantified

and analyzed, but are not reported.  Many of these variables had similar relations to the

variables included in the paper.  For example, both the observed respiration frequency

and a fixed band were used to calculate the peak-to-trough filter (PTF) and spectral

analysis (SPA) variables.  The measures derived from the fixed band and from the

observed respiration frequency were highly correlated (r > .95).  A band-pass filter

approach, using trigonometric-derived coefficients for the smoothing algorithm

(Richards, 1986; Richards & Casey, 1991) had nearly identical results for reliability to

the band-pass filter (BPF) measure developed by Porges (i.e., "V"; Porges, 1985,

1986a, 1986b).  

Also, low (0.038 to 0.97 Hz) and mid (0.117 to 0.253 Hz) frequency R-R interval

variability values were calculated.  The short duration sampling (< 25 s) for low, and

mid-frequency variability had very poor reliability.  In those cases reliability was below .7.

Few low frequency cycles of R-R intervals can occur in 1 minute relative to those that

can occur in high frequency cycles.  The smaller sampling durations (5:15s and 5:5s)

affect the reliability of low and mid-frequency R-R interval variability measures more,

most likely because of the inability to detect the cycling of low frequency variation over

such short ranges.   
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Replies to reviewers:

All of reviewer B's revision suggestions were done.

Reviewer A:

(Points 1, 5).  A new paragraph was done in the discussion regarding the

sampling methods (multiple samples) and durations.  This pointed out explicitly that both

sampling duration and sampling method affect reliability and significance levels.  Point

1--the drop at 125--I don't really have any speculation.  I suspect it is just the particular

samples that were chosen.  It doesn't follow the pattern of all of the other examples

given in the discussion paragraph, and in Table 1 and 2.   Point 5-comparing an

uninterrupted 75s or 125 s recording with 5:15s or 5:25 s.  One might infer from the

results and Tables and discussion that multiple samples are better than single samples.

However, it is not possible to calculate a reliability coefficient on a single uninterrupted

sample, so a discussion of this would seem unwarranted in this paper.

Point 2:  The reviewer is technically correct, but misses the point:  1) most MSSD

methods in R-R variability do event-to-event differences (e.g., beat-to-beat) rather than

time-sampled MSSD, so the reviewer's points are irrelevant;  2) even with time-sampled

MSSD, the cutoff frequencies are equivalent across all subjects and conditions, but

Wastell points out that the changing nature of HRV power concentration across subjects

and conditions makes the proportion of variance passed by the MSSD filter different

across subjects and conditions;  3) I presented the approximate cut-off frequencies for

the MSSD filter given the average HR of the infants in the study and the beat-to-beat

MSSD method.

Point 3:  Sentence added to results.

Point 4:  Recommendations are made in the second and third paragraphs of the

discussion regarding the amount of data required during various sampling conditions.


